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Evin gahin Sadik. Kiitahya Dumlupinar  Background and Objective: Electroencephalography (EEG) analysis is an important tool for

En”'i"ne‘;'rtiﬁEleTC:;LCeal'Eledmn'cs neuroscience, brain-computer interface studies, and biomedical studies. The primary purpose of

Teﬁ33424§§27490y' Brain-Computer Interface (BCI) studies is to establish communication between disabled individuals

Email: evin.sahin@dpu.edu.tr and other individuals and machines with brain signals. Interpreting and classifying the brain's
response during different cognitive tasks will contribute to brain-computer interface studies.
Therefore, in this study, 5 cognitive tasks were classified from EEG signals.

Materials and Methods: In this study, five neuropsychological tests (Oktem Verbal Memory Processes
Test, WMS-R Visual Memory Subtest, Digit Span Test, Corsi Block Test and Stroop Test) were
administered to 30 healthy individuals. The tests assess the volunteers' abilities in verbal memory,
visual memory, attention, concentration, working memory and reaction time. EEG signals were
recorded while the tests were administered to the volunteers. Tests were classified using two different
deep learning algorithms, 1D Convolutional Neural Networks (CNN) and Long Short-Term Memory
(LSTM), from the recorded EEG signals.

Results: When the test successes were evaluated, classification success was achieved with an
accuracy of 88.53% in the CNN deep learning algorithm and 89.80% in the LSTM deep algorithm.
Precision, recall and F1-score values for CNN are 0.88, 0.87 and 0.87, respectively, while precision,
recall and f1-score values for the LSTM network are 0.90, 0.89 and 0.89.

Conclusions: Following the findings of the present study, five different cognitive tasks were able to be
classified with high accuracy from EEG signals using deep learning algorithms.
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Background

In recent years, brain-computer interface (BCI)
studies that help people with physical disabilities
communicate with brain Electroencephalogram
(EEG) signals have been popular topics of study.
BCI research aims to establish a communication
system by translating human intentions, reflected by
appropriate brain signals, into control signals in
output devices such as a computer application or
neuroprosthesis  [1]. The success of BCI
applications depends on the detection and
classification accuracy of mental tasks [2]. Through
BCI, it is possible to read brain neural activities
accurately and communicate or interact with the
environment without requiring muscle use or
physical action. BCI studies emerge with the
collaboration of experts in the fields of neurology,
psychology and computer science [3]. In a
successful BCI application, it is necessary to apply

the science of psychology to interpret mental tasks,
the science of neurology to examine the changes
that occur in the brain during mental tasks, and
computer science for the transfer and processing of
EEG signals to the computer. However, manual
examination of EEG signals by an expert, extracting
features from EEG signals, and identifying features
related to cognitive activities is a time and labor-
consuming process. Leaving these processes in the
computer-based machine learning mechanism can
reduce the probability of error and ensure the
effective use of spent resources [4].

When the literature is examined, it is seen that the
classification of cognitive activities carried out so far
is generally classified as having a task, no task, or
classifying  two tasks. [5-9]. In multitasking
classification studies, it is seen that classification is
made using mostly machine learning methods,
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feature extraction and feature selection methods. In
a study in which visual attention/inattention states
were classified from EEG signals, an accuracy of
85.24% was obtained with the support vector
machines (SVM) algorithm. [5]. In a study in which
the effects of the cognitive task on visual pattern
recognition on the brain and the brain functions at
rest were classified, SVM, K nearest neighbor
(KNN) and Naive Bayesian (NB) algorithms were
used and subband features obtained using the
wavelet decomposition method were extracted, and
99.11 % accuracy achieved [6]. With the features
obtained by the Fourier decomposition method,
98.6% success was achieved with the SVM
algorithm in the classification of mental arithmetic
tasks [7]. In a recent study, deep learning methods
were used to classify four different mental tasks, but
88.33% classification accuracy was obtained by
extracting features from frequency bands with the
Cross Frequency Coupling method [4].

In this study, EEG signals were recorded while 30
volunteers were performing 5 different cognitive
tasks. EEG signals recorded from 16 channels, after
preprocessing, were used to classify cognitive tasks
with deep learning methods. With five different
cognitive task LSTM algorithms, 89.80% classified
with high accuracy. Our method has a high success
in multiclass classifications.

The rest of the paper is structured as follows: In the
second part of the study, participants, cognitive
tasks, data collection and preprocessing and
classification steps are mentioned under the title of
materials and methods. In the third part, the
findings are given. In the fourth chapter, results and
evaluation sections are given.

EEG Data
Acqusition

Signal

Obijectives
The primary purpose of Brain-Computer Interface
(BCI) studies is to establish communication

between disabled individuals, other individuals, and
machines with brain signals. Interpreting and
classifying the brain's response during different
cognitive tasks will contribute to brain-computer
interface studies. Therefore, in this study, five
cognitive tasks were classified from EEG signals.

Materials and Methods

The general block diagram of the study is given in
Figure 1. The study consists of three basic steps.
These steps are collecting data, preprocessing data
and classifying them in deep learning algorithms.
When the experimental paradigm was examined, the
EEGs of the volunteers were recorded at the time
of rest and during the tests during the data
collection phase. The resting moment lasts 45
seconds and the volunteers are given 15-second
commands such as eye-open, eye-close and eye-
open. In the cognitive activities phase, 5 tasks were
applied to the volunteers in order and a 1-minute
break was given between each task. The execution
times of the tasks are average values. Depending on
the success of the volunteers, the task completion
time of each volunteer may vary. The implemented
tasks are explained in section 2.2.

Participants

30 healthy adult volunteers participated in the study.
Volunteers are right-handed individuals who do not
have any neurological or psychological diseases.
Ethics committee approval of the study was
obtained from Kitahya Health Sciences University
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Figure 1. Experimental design.
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Clinical Research FEthics Committee and each
volunteer signed an informed consent form. The
study was conducted in Turkey and all participants
are Turkish.

Cognitive Tasks

Within the scope of this study, five different
neuropsychological ~tests were applied while
collecting the EEG signals of the volunteers. Tests
administered: Oktem verbal memory processes test,
WMS-R visual memory subtest, Digit span test,
Corsi block test and Stroop test.

Oktem verbal memory processes test [10], [11]

It is a word test. Volunteers are asked to keep the
words in mind. The verbal memory and learning
abilities of the volunteers are measured.

WMS-R visual memory subtest [12]

This test is a visual memory test. Volunteers atre
asked to draw the pictures shown after they are
closed. The visual memory and learning abilities of
volunteers are measured.

Digit Span test [13], [14]

This test is a verbal attention test and consists of
two stages. It consists of the steps of repeating the
number sequences read to the volunteers in the
same way after the researcher and keeping them in
mind and saying them from the end to the
beginning.

Repeating numbers forward shows the efficiency
and capacity of attention and concentration. Saying
numbers backward is an execution task that
depends on working memory.

Corsi Block test [15]

This test is a visual attention test and consists of
two stages. It consists of touching the squares
shown to the volunteers after the researcher, and
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touching them from the end to the beginning,
keeping them in mind. The number of blocks
touched for forward recall is evaluated as the
petson's visuospatial memory space. Tapping blocks
backwards measures working memory capacity.

Stroop test [16], [17]

The Stroop test is a test that measutes the brain's
ability to direct attention, conceptual flexibility, and
the processing speed of the mind. During this test,
the volunteers are asked to read five cards or to say
the colors of what is written on the cards.

Data Acquisition and Preprocessing

EEG signals were recorded with a 16-channel
Nihon Kohden EEG device using an international
10-20 electrode system according to bipolar
electrodes. In Figure 2, there is a visual showing the
bipolar electrode system. The sampling frequency of
the EEG recording device is 500 Hz.

Electrode impedances were kept below 10kE2.
Artifacts of eye movements were removed by the
ICA method [18],[19]. With the help of a 50Hz
notch filter, mains noise is cleaned [20]. Data
augmentation was applied to EEG data with
amplifying all time data method and EEG data was
tripled [21], [22]. Before starting the EEG
recording, the volunteers were rested for a certain
period of time, and the EEG recording was checked
by giving eye-open and eye-close commands. All
preprocessing steps are done using Python
programming language and pandas, NumPy and
mne packages. [23].

Classification

The five tests performed by the volunteers were
classified using two different deep learning
algorithms. These deep learning algorithms are
CNN and LSTM. In Figure 3, the learning model of
the CNN network is given. The EEG signals passed

e AnaAL,

Figure 2. Bipolar electrode arrangement with 10-20 International electrode arrangement.
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Figure 3. The CNN deep learning model architecture used.
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Figure 4. The LSTM deep learning model architecture used.

through the signal processing pre-steps are given as
input to the network. Input signals (txfs) are
matrices of x16 size. The t parameter, which
determines the input matrix size, shows the
duration of the EEG signals, the fs sampling
frequency, and the 16-channel number. In the input
of the CNN network model, two convolutional
layers with 64 filters and a 3x3 window size are
used. Then, one dropout layer of 25% and a
maximum pooling layer of 2x2 size are used. At the
output, it consists of a flatten layer, a fully
connected layer and an output layer, respectively.

In Figure 4, the deep learning model of the LSTM
network is given. The EEG signals passed through
the signal processing pre-steps are given as input to
the network. The LSTM layer is used as the first
layer of the network. Then, overfitting was tried to

be prevented with a 25% dropout layer. In the
output, a fully connected dense layer with rectified
linear activation function and the output layer with
SoftMax activation function was used.

Results

Five different cognitive tasks of the volunteers were
classified by two different deep learning algorithms.
60% of the preprocessed EEG data was used for
training in CNN and LSTM network models, 20%
for validation and the other 20% for testing. The
graph showing the training and validation results of
the trained CNN and LSTM networks is given in
Figure 5 and Figure 6. Figure 5 shows the training-
validation process of the CNN network. The blue
and orange lines in these figures illustrate the
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Figure 5. CNN model accuracy on training and validation sets of data (5 classes)
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LSTM Training and Validation Accuracy of 5 Task Classification
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Figure 6. LSTM model accuracy on training and validation sets of data (5 classes)

training and validation process respectively. The Table 1. Accuracy metrics for the test data set.
proposed SCheme haS the advantage of acceleratjﬂg Accuracy Precision Recall F1-Score
convergence and reducing overfitting, as evidenced CNN 88.53 0.88 0.87 0.87
by the accuracy history in Fig. 5. As shown in these LSTM 89.80 0.90 0.89 0.89
ﬁgujfes, our proposed CNN model reached its In a study [24], in which hand, foot and tongue
maximum .per.forrnance very quickly, and the movements of volunteers were classified, right
trg1mng—vahdat10n accuracy 1s stable. . hand, left hand, feet and tongue movements were
Figure 6 shows the training-validation process of classified by deep learning algorithms. The
the LSTM netyork. The blue.apd orange h.nes. mn average highest accuracy of 73.4% was found. In
these figures 1ll_ustrate the training and validation another study in which mental tasks were
process .respecr}vely. Our proposed LSTM model classified [25],two mental tasks were classified
reached its maximum performance very quickly, and with SVM with an accuracy of 90.39%, while four
the training-validation accuracy is stable. mental tasks were classified with an accuracy of
The values showing the test metrics of CNN and 80.09%.
_LSTM getworks are given in Table 1.Wh§n Table 1 In another recent study [26], five tasks of a test
1s examged, the test accuracy for CNN is 88-530/ 0. were classified with the Classification and
The Precision value is 88%, the Recall value is 87%, regression tree (CART) and found an accuracy of
and the Fl-Score value is 87%. The test accuracy 96.88%. In this study, five different cognitive
for the LSTM network  is 89.80%. The Precision tasks were classified by deep learning algorithms.
value is 90%, the Recall value is 89%, and the F1- When the confusion matrices of deep learning
1 0 . . . .
Score value is 89%. When we look at the other algorithms are examined, the confusion matrices
studies in the literature, there are studies in which of CNN, the test data sct is in Figure 7. The real
multitasking ba.s.ed on physical performance is categories (columns) and predicted categories
classified, cognitive tasks are not classified too (rows) of the classification results can be read
much, or rather two cognitive tasks are classified. directly.
T
Corsi 71 7 0 0 - B
» . 90.00%
é Digit 7 63 0 0 0 10.00%
~ 78.57%
E- Stroop 5 2 33 2 0 21.43%
=
S | Verbal 5 0 0 2 1 ;f;;o/:
YRy
Visual 4 0 0 1 27 f:z?o'/”
2.0570
Accuracy | 77.17% | 87.5% | 100% | 88% 90% | 88.53%
Error 22.83% | 12.5% 0% 12% 10% | 11.47%
Corsi | Digit | Stroop | Verbal | Visual
Target Class

Figure 7. CNN confusion matrix for five classes.
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Figure 8. LSTM confusion matrix

The confusion matrices of LSTM the test data set algorithm, they could be distinguished with an
are in Figure 8. The real categories (columns) and accuracy of 89.80%. Precision, recall and f1 score
predicted categories (rows) of the classification were used as evaluation metrics. The study was
results can be read directly. conducted on healthy volunteers and can be
extended by repeating it on individuals with
Discussion cognitive or physical impairments. If repeated with
When we review other studies in the literature, there high accuracy on sick individuals, it will be a study
are studies in which multitasking based on physical that will form the basis for BCI studies. In future
performance is classified, cognitive tasks are not studies, the number of volunteers and the number
classified too much, or rather two cognitive tasks of tests can be increased, the tests can be collected
are classified. In a study [24], in which hand, foot, more quickly in the computer environment.
and tongue movements of volunteers were
classified, right hand, left hand, feet, and tongue Compliance with ethical guidelines

All  procedures performed in studies involving human

- . 0 participants were in accordance with the ethical standards of the
algorithms. The average highest accuracy of 73.4% institutional and/or national research committee and with the

was found. In another study in which mental tasks 1964 Helsinki Declaration and its later amendments or

were classified [25], two mental tasks were classified comparable ethical standards. Informed consent was obtained
. . > . from all individual participants involved in the study..
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